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ABSTRACT: Femtosecond transient absorption microscopy
is a novel chemical imaging capability with simultaneous high
spatial and temporal resolution. Although several powerful
data analysis approaches have been developed and successfully
applied to separate distinct chemical species in such images,
the application of such analysis to distinguish different
photoexcited species is rare. In this paper, we demonstrate a
combined approach based on phasor and linear decomposition
analysis on a microscopic level that allows us to separate the
contributions of both the excitons and free charge carriers in
the observed transient absorption response of a composite organometallic lead halide perovskite film. We found spatial regions
where the transient absorption response was predominately a result of excitons and others where it was predominately due to
charge carriers, and regions consisting of signals from both contributors. Quantitative decomposition of the transient absorption
response curves further enabled us to reveal the relative contribution of each photoexcitation to the measured response at
spatially resolved locations in the film.
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Femtosecond transient absorption microscopy (TAM) is a
nonlinear optical imaging technique that permits the

characterization of electronic excited-state species with high
spatial and temporal resolution. It also enables the mapping of
excited-state processes such as photoexcitation energy flow
directly within the time scale of their occurrence. The
experimental data typically consist of a stack of transient
absorption (TA) images acquired at various delay times
between excitation (pump) and probe pulses. Each of these
images represents a measure of pump-induced TA changes as a
function of spatial position (x, y) within the focal plane.
Furthermore, the contributing species can exhibit variable TA
signal signs, which arise from pump-induced bleaching,
stimulated emission, and excited-state absorption.1

It has been shown that TAM image stacks can be readily
converted into chemical images when the sample under
investigation contains chemical species that have known and
distinct temporal signatures.1−8 However, when two or more
chemical species contribute to a TAM image and their
associated TA signals are spatially overlapped, unambiguous
identification of the spatial distribution of each individual
contributing species becomes challenging. Although selecting
single or multiple delay times may discriminate species with
opposite signal signs that are spatially well-separated,1−8 this
method may fail in common situations including (1) probing
species that have the same signal sign or (2) probing species
that have opposite signal signs and are overlapping spatially.

Several data analysis methods including principal component
analysis (PCA),6 linear decomposition,9 and phasor anal-
ysis10−12 have been developed and successfully applied to
separate various contributing chemical species in TAM images.
PCA finds the rotation of the data axes that contains the
greatest variance over the entire data set. The components will
be the TA response characteristics that are the most common
for all of the pixels, which are not necessarily useful for
identifying unique species. Phasor analysis identifies clusters of
pixels with similar TA response curves. The dynamic range of
the TA response curves forms the basis of a color scale, which is
used to represent the corresponding pixels in the TAM image,
so that pixels with similar TA responses have the same color. In
linear decomposition, reference standard TA response curves
are input for species of interest. These may be internal
references from the TAM data set or external references from a
quantitative standard. Then, amplitudes are calculated to define
every TA response curve as a linear combination of the
reference curves, which is solved using singular value
decomposition.
While the approaches mentioned above have been

successfully applied to separate different chemical species in
TAM images, attempts to apply these methods to identify
different photoexcited species such as neutral excitons and free
charge carriers have been rare. Here, we apply phasor analysis
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and linear decomposition to distinguish the spatial distribution
of neutral excitons and free charge carriers in a polycrystalline
thin film of methylammonium lead tri-iodide (CH3NH3PbI3)
coated with a commonly used electron acceptor, [6,6]-phenyl-
C61-butyric acid methyl ester (PCBM), layer. Specifically, we
use phasor analysis to identify spatial locations of individual
species and then use linear decomposition to quantify the
relative contribution of each species to the TA signal across the
entire image area.
Application of these data analysis methods to separate

distinct photoexcitation species such as excitons and free charge
carriers in semiconducting materials that contribute simulta-
neously to the TAM images, to the best of our knowledge, has
not been reported. The need for such an analysis can be seen,
for example, for organometallic halide perovskites, which have
been used in demonstrating remarkably high photovoltaic
power conversion efficiency in recent years.13 For these hybrid
perovskites in general, and CH3NH3PbI3 in particular, a key
fundamental question that has been debated is whether the
elementary photoexcitations are either neutral excitons14−16 or
free charge carriers.17 This arises from diverse values of the
reported exciton binding energies14,16,18−24 and controversial
interpretations of the same experimental results.14,17 Very
recently, we applied femtosecond TAM to study electronic
excited-state processes in several thin film systems employing
CH3NH3PbI3 as the photoactive layer. We obtained exper-
imental evidence for the coexistence of excitons and charge
carriers under relatively high pump and probe intensities.25

However, identification of these photoexcited species was
attempted only for the two spatial locations with the most
pronounced features and largest signal amplitudes. It remains
unclear where these photoexcited species are located in space
and how to quantify their relative contributions if they coexist
at any given spatial location.

■ RESULTS AND DISCUSSION

Figure 1 shows representative TAM images acquired for a
polycrystalline CH3NH3PbI3/PCBM thin film at several delay
times as indicated in the figure. It can be seen from Figure 1
that these images exhibit several distinct spatial features with
differing TA signal signs, i.e., either positive induced trans-
mission or negative induced absorption. By comparing the
images acquired at different delay times, one can also see that
these distinct spatial features evolve over different time scales.
Through detailed analysis of the TA kinetics extracted from two
spatial locations with the most pronounced features and largest

signal amplitudes, we have shown recently that both free charge
carriers and neutral excitons exist in this system.25 This
identification was realized by considering the high pump
fluence used in our measurements, which will unavoidably
induce nonlinear electronic excited-state processes that govern
the observed dynamics. Consequently, we explicitly considered
two high-intensity phenomena: exciton−exciton annihilation26

and Auger recombination of charged carriers.27,28 According to
the analysis described in detail in refs 29 and 30, we showed
that it is possible to distinguish the contributing excited-state
species by simply plotting either an inverse of the normalized
transient absorption signal amplitude or its square as a function
of the delay time. A linear relationship between the inverse of
the TA signal amplitude and delay time is expected if the
contributing species are excitons, whereas for charge carriers a
squared inverse of the TA signal amplitude should scale linearly
with delay time instead. On the basis of this analysis, we
identified that the spatial features observed at positions 2 and 3
of the TAM images shown in Figure 1 arise from free charge
carriers and excitons, respectively. For all remaining regions in
the image, neither the contributing species nor their relative
contributions, if more than one species coexist, could be
determined from our initial analysis. It is pertinent to mention
that our measurements showing the coexistence of excitons and
charge carriers have been substantiated by recent experimental
results.31,32 While a charge-trapping phenomenon reported
recently,33,34 especially by Ginger and co-workers using
confocal fluorescence microscopy,35 may lead to different TA
signal signs, its occurrence would not cause the observed
nonlinear relaxation behavior.
While a preliminary analysis of the TA kinetics extracted

from position 1 can be reasonably reproduced by a linear
combination of the kinetic traces obtained at positions 2 and 3
shown by the dashed line in Figure 2, the presence of a possible
mixture of photoexcited species is not obvious from the images
shown in Figure 1. In the following, we will focus on identifying
the distinct contributions of charge carriers and excitons in the
entire TAM images acquired at different delay times using
phasor analysis and then quantifying their relative contributions
with linear decomposition. An underlying assumption for the
analysis of our imaging data is that excitons and free charge
carriers are in thermal equilibrium, which was also invoked in
the theoretical study by Stranks et al. in view of the rapid
formation and dissociation of excitons.33 As a result, the
corresponding terms in eqs 1−3 of Stranks et al. can be
neglected, and the linear superposition that our analysis invokes

Figure 1. Raw TAM data at several time delays. Positive signal (red) arises from pump-induced transmission and/or stimulated emission, while
negative signal (blue) represents pump-induced absorption. Images are 20 × 20 μm areas consisting of 128 × 128 pixels. Boxes indicate regions of
interest for further analysis.

ACS Photonics Article

DOI: 10.1021/acsphotonics.5b00638
ACS Photonics 2016, 3, 434−442

435

http://dx.doi.org/10.1021/acsphotonics.5b00638


serves as a reasonable approximation to the complex dynamics
taking place. It should be pointed out that in many cases linear
decomposition will not be valid when the systems are either
coupled or nonlinear, as is often common in analysis of
transient absorption data. For the limited case here, we show in
the Supporting Information that the rate constants can allow us
to decouple the equations in this particular case. A detailed
validation of our analysis in separating distinct species in the
mixed regions of interest is given in the Supporting
Information. The limited diffusion range of carriers within
their lifetimes observed by Ginsberg and co-workers36 and
Deschler and co-workers37 further suggests that exchange of
photoexcitations (excitons and charge carriers) from different
regions of interest can be safely neglected. This is also in line
with the carrier diffusion coefficient determined by Huang and
co-workers.38 Using the upper limit of the reported diffusion
coefficient of 0.08 cm2 s−1, we estimate that the charge carriers
can diffuse only about 160 nm within the 850 ps window
probed in our measurements. A similar estimate can be made
for excitons. On the basis of the reported exciton diffusion
constant D ≈ 0.01 cm2 s−1,39 we can calculate that exciton
diffusion length is only 58 nm within the time delay used for
our measurements (850 ps).

■ PHASOR ANALYSIS
Recently adapted from fluorescence lifetime imaging micros-
copy, phasor analysis provides a convenient way to visualize
differing TA responses. Phasor analysis sorts TA responses by
their signs and temporal response.10 Implementing phasor
analysis to analyze multidimensional TAM data sets requires
calculating the normalized sine and cosine transforms for TA
kinetics acquired at every pixel and then plotting those values in
a 2D histogram, which is called the phasor plot.40 Those pixels
in a TAM data set that have similar TA response will be
clustered together in the phasor plot; thereby the overall spread
of the phasor plot represents the range of differing TA
responses in the data set. This range of TA responses in the
phasor plot histogram forms the basis of a color scale used to
simplify the TAM data into a single color-coded image. The
corresponding pixels in the TAM image are recolored based on
their position in the phasor plot with respect to the scale bar. A

more detailed description about recoloring the TAM images
based on the phasor plot is provided in the Supporting
Information. Figure 3 shows the recolored image based on

phasor analysis and the associated phasor plot for the chosen
TAM data set acquired for the CH3NH3PbI3/PCBM
polycrystalline thin film as shown in Figure 1.
The extent to which distinct photoexcitation or chemical

species populations can be separated is strongly dependent
upon the selected phasor frequency; separating TA responses
based on differences in their short-lived features requires a high

Figure 2. TA kinetic traces extracted from three different regions of
interest, which are indicated in Figure 1. The black dashed line is
obtained by linear combination of the TA kinetics obtained at
positions 2 and 3, with corresponding relative contributions of 15%
and 85%, respectively.

Figure 3. Phasor plot of the TAM data set (top). g(ω) is the
normalized cosinusoidal transform, and s(ω) is the normalized
sinusoidal transform. The color bar on the right is for the pixel
count for each bin on the phasor plot histogram. This phasor plot has
128 bins in each dimension. TAM images recolored based on a phasor
analysis with a frequency of 0.5 THz (middle and bottom). Field of
view is 20 × 20 μm. The red-blue color bars, drawn to maximize
contrast between clusters, are shown on the phasor plot (top). Color
bar A maximizes contrast between regions 2 and 3. Color bar B
saturates pixels in region 2, which produces better contrast between
regions 1 and 3.
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frequency, whereas separating responses based on their long-
lived features requires a low frequency. For the analysis shown
in Figure 3, the selected frequency is 0.5 THz. With this
frequency, good separation is obtained between the two distinct
signals in the phasor plot (Figure 3); we previously attributed
these to charge carriers at position 2 and excitons at position 3.
There is also some separation between corresponding pixels

for regions 1 and 3, which are contained in the cluster located
at the red end of the color bar. Because this cluster of pixels
appears to be smeared out toward the blue end of the color bar,
it suggests that region 1 is most likely a mixture of
photoexcitation species (i.e., a combination of carriers and
excitons that give an “intermediate” transient response that is
more in the middle of the color bar). Due to the close
proximity of pixels from regions 1 and 3 on the phasor plot, the
red-blue color bar must be adjusted to maximize contrast
between these two areas and the corresponding excited-state
character. Saturating the pixels in region 2 allows the dynamic
range of the color bar to span the cluster representing pixels in
regions 1 and 3, shown in Figure 3. It is interesting to note that
there is an uneven pixel distribution on the phasor plot: the
pixels that correspond to regions 1 and 3 are concentrated at
the red end of color bar rather than having a continuous
distribution across the color bar. This suggests that at region 1,
where the two photoexcitation species overlap spatially, there is
a larger contribution to the TA response from neutral excitons
than free charge carriers.
It should be emphasized that phasor analysis excels at finding

pixels with similar temporal dynamics, but it provides limited
quantitative information: contrast is based on the shape of the
TA response but not the amplitude. Given that phasor analysis
is a powerful tool for qualitatively exploring the contributing
species within a data set, we used it in conjunction with a more
quantitative technique. Specifically, we identify regions of
interest that have unique temporal responses and then use the
average temporal response of those regions as a quantitative
internal reference to extract more quantitative information.

■ LINEAR DECOMPOSITION
Linear decomposition is a simple approach to reduce the
dimensionality of a data set by defining TA response reference
curves that are descriptive of the TA signals present in the data
set. If possible, the reference curves should be based on
experimental data from a separate measurement of the pure
species under identical experimental conditions (pump and
probe intensities, wavelengths, beam focal spot sizes, etc.). If
such a sample is not available, as is the case with
photoexcitation species in CH3NH3PbI3/PCBM thin films,
internal references can be selected from the acquired data set by
using phasor analysis or some other data analysis approach to
identify the individual contributions from each of the distinct
species.
A detailed description about the implementation of linear

decomposition is given in the Supporting Information. For the
analysis of the TAM data set acquired for the CH3NH3PbI3/
PCBM thin films, two time-varying reference curves and one dc
offset were chosen as our basis set for linear decomposition
after exploring the data set with several methods including the
phasor plot (Figure 3), k-means cluster analysis,41 and principal
component analysis (see Supporting Figures S2−4 and relevant
text). We further performed separate calculations of linear
decomposition with and without the dc offset component and
found that inclusion of the dc offset leads to a significantly

improved fit to the data set. The dc offset term amounts to a
spatially varying term that is so long-lived that it is essentially
constant in time on this time scale.
The reference curves were averages of responses from

regions 2 and 3 based on the results of phasor analysis
described in the preceding section. The size of these reference
regions was chosen to maximize the signal-to-noise ratio while
ensuring that the selected pixels are descriptive of the distinct
TA responses, as suggested by the phasor analysis results.
Those pixels that were averaged together to create the
references are indicated by the boxes in Figure 1, and the
reference curves are shown in Figure 2. Accordingly, the results
of linear decomposition will generate two distribution maps
corresponding to these two input reference curves in addition
to a dc offset map that describes differences in signal amplitudes
at negative times, which possibly is due to slow geminate
recombination42 or the presence of long-lived trapped
carriers.33,43,44

These distribution maps can be plotted individually (Figure
4a, b, and c) or overlaid to make an RGB image if all three
reference curves are included or just a red-blue image if there
are only two standards after excluding the third standard with
constant value (Figure 4d). For ease of visualization, each color
layer in Figure 4d is normalized so the largest coefficient is 1.
Note that a dc offset for each pixel in the image is included in
this analysis that describes the residual excited-state populations
that do not relax completely before the next pump/probe pulse
pair arrives at the sample. Thus, these dc offset values should
vary across the entire image, as can be seen in Figure 4c, and
represent persistent excited-state populations on the ∼4 μs
time scales, in agreement with previous work showing long-
lived carriers and/or trapped carriers as well as thermal
contributions to the TA response.14,42

For completeness, we also performed linear decomposition
analysis based on the first two principal components obtained
with PCA, and the resulting image is shown in Supporting
Figure S2 (right). Although the results shown in Figure 4 and
Supporting Figure S2 appear similar, we believe that phasor
analysis is more appropriate for this work rather than PCA for
two reasons. First, phasor analysis identifies pixels with the
most distinct TA response curves, whereas PCA finds
components that are most common for the entire image.
Second, components found with PCA must be orthogonal to
one another, but this constraint is not necessarily physical for
the actual TA responses of the species, whereas phasor analysis
does not impose this constraint.
One important source of error using linear decomposition

comes from the quality of the fit. If the data are too noisy (e.g.,
in areas where the edges of large positive and negative TA
signal regions overlap, the resulting superposition leads to
nearly zero amplitude) or the reference curves do not
accurately describe the data, then the calculated coefficient
may be negative. Of course, a negative contribution from one or
more of the reference curves is unphysical. To address this, one
could force every negative coefficient to zero, but that would
imply that the TA response curve perfectly matches the chosen
reference curve(s), which is not necessarily the case. Another
option is to set the coefficients to zero in every channel,
effectively filtering out this portion of data as predominantly
composed of noise. To determine the appropriate way to
handle negative coefficients, pixels with negative coefficients
were plotted (shown in Supporting Information Figure S1).
The vast majority of pixels that had negative coefficients were
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located within the regions that were used for calculating
reference curves, which suggests that forcing the negative
coefficient to zero is appropriate in this case. The second
reference curve is unnecessary to describe these regions and,
when included, adds unphysical signs to the amplitudes.
Because these pixels should match the reference curve and
certainly are not among the noisiest in the image, only negative
coefficients are set to zero rather than setting all coefficients

associated with those pixels to zero; this eliminates the second
reference curve from the equation.
Analysis of the residuals offers a straightforward indication on

how well the reference curves and associated coefficients
describe the original data. This is achieved by calculating the
square root of the sum-squared difference between the original
data and the data with reduced dimensionality. Because regions
with high signal levels inherently have high noise levels, another
way to analyze the residuals is to calculate the residual fraction
by dividing by the total amount of signal present, as defined by
eq 1:

=
∑ −

∑

b Ax

b
residual fraction

( )2

2
(1)

where A represents the TA response reference curves at N time
points, b is the original data (the TA response curves at N time
points that are associated with each of M pixels in an image),
and the solution, x, contains the coefficients associated with
each reference curve for each of M pixels in the image. Every
pixel in the residual image contains the sum of the residual at
each time step, which measures the portion of the original
TAM data set that is not captured by the reduced dimension
data set. Although normalizing by the total signal highlights
regions with low TA signal, this normalization does offer a
simple way of judging the quality of the linear fit for most
spatial regions with a reasonable amount of signal. As can be
seen from Figure 5, the residual fraction appears high in areas

where there is practically no signal, but on average, the residual
fraction is fairly low at about 0.04. Note that the residual
fractions are similar in region 1 compared to regions 2 and 3;
this means that the internal TA response reference curves taken
from regions 2 and 3 are able to represent the response in
region 1 satisfactorily. If, instead, there were regions with
systematically high residual fraction that could not be explained
by low signal levels in the original data, then an additional
standard or a different standard would be required for accurate
dimensionality reduction. For comparison, the absolute residual
map is also provided, shown in Supporting Figure S5. The
absolute residual map is nearly identical to a map of the total
amplitude, shown in Supporting Figure S6. It should be noted
that any noise, filtered from the images due to processing the
data with linear decomposition, will also inflate the total

Figure 4. Distribution map of the calculated coefficients associated
with the region 3 and region 2 references as shown in Figure 2, which
were attributed to neutral excitons (a) and free charge carriers (b),
respectively. Distribution map of the coefficients associated with a
spatially dependent but temporally constant baseline (c). TAM data
set in false-color red to blue using the results of linear decomposition
(d). The red channel is descriptive of the amplitudes in (a), and the
blue channel is descriptive of those amplitudes in (b). Fields of view
are 20 × 20 μm.

Figure 5. Map of the residual fraction, calculated using eq 1. The
average residual fraction for the entire image is 0.04. The residual
fraction is high only in regions with low signal levels. Field of view is
20 × 20 μm.
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residual and residual percentage, despite the fact that noise
removal is a benefit of using linear decomposition.
For qualitative analysis shown in Figure 4d, each color

channel was normalized to itself in order to map the
distributions of each photoexcitation species, but for
quantitative analysis, the color scale needs to represent the
relative contribution of each reference curve to the total TA
response, as will be discussed later. Therefore, we use eq 2 to
calculate the relative contribution of each reference curve to the
total response. For each pixel, the coefficient for each reference
curve is divided by the sum of the coefficients for all reference
curves.

=
+

A

A A
relative contributionP R

P R

P P
,

,

,1 ,2 (2)

The notation in eq 2 is the same as that in eq 1; P is a given
pixel, and R is a given reference (in this case, R can be either 1
or 2). The relative contribution images are calculated for each
reference curve, and then, the channels are overlaid to make a
red-blue image, where red represents a TA response derived
from the red standard (i.e., region 3) and blue is derived from
the blue standard (i.e., region 2).
This new quantitative color scheme is based on the amount

that each reference curve contributes to the total TA response,
but this omits one crucial piece of quantitative information: the
total amplitude of the pixel. To represent the total amplitude
that is present in each pixel, a transparency map is overlaid on
the color image, which is based on the sum of the amplitudes
associated with each species including the dc offset (AP,3).

= + +A A Atotal amplitudeP P P P,1 ,2 ,3 (3)

The notation in eq 3 is identical to that in eq 2. In other words,
the color of each pixel is based on the shape of the TA response
curve, and the intensity of that color is a representation of the
amplitude of the TA response curve. Figure 6 shows the TAM

data set analyzed with linear decomposition in this more
quantitative manner. We found that a representative pixel from
region 1 contains approximately 37% blue contribution.
As indicated in Figure 6, although the free charge carriers are

characterized by a larger absolute peak amplitude in the TA
response curve at early times, these signals represent an overall

smaller portion of the TA response when compared to neutral
excitons. On the other hand, the TA response curve associated
with neutral excitons is characterized by a smaller peak
amplitude at early times but an overall larger contribution of
the TA response as a result of this species, at least in the pixels
where the species is present (region 1). This is also in
agreement with the results of the phasor analysis: pixels with a
TA response that results from a mixture of free charge carriers
and neutral excitons (such as those in region 1) derive most of
their response from the neutral excitons and little from the free
charge carriers, although both species are present. Likewise, the
presence of neutral excitons masks the existence of the free
charge carriers in region 1 where they spatially coexist, as
shown in Figures 1 and 2. In other words, because the TA
responses associated with neutral excitons and free charge
carriers are opposite in sign, the peak amplitudes in regions
containing mixtures is artificially low due to the superposition
of two signals with different signs obscuring one another.
Importantly, it should be noted that these findings do not

give any information regarding actual populations of the
photoexcitation species, as that would require knowledge of
their absorption cross sections and the branching ratio if the
excitons are direct photoexcitations which subsequently
undergo rapid dissociation into free charge carriers, as
suggested previously.14 This is beyond the scope of this
work. Rather, our results reveal spatial regions where excitons
and charge carriers coexist and give an approximate measure-
ment of the amount that each contributes to the observed
transient absorption response.

■ SUMMARY
We have isolated the spatially dependent contribution of
excitons and charge carriers by analyzing measured excited-state
relaxation dynamics using a combination of phasor analysis and
linear decomposition. It was found that there is a spatially
diffuse distribution of pixels that can be described by a relatively
low amplitude TA response associated with free charge carriers,
and there is a more prominent and spatially localized
distribution of pixels having a larger amplitude TA response
that is associated with excitonic dynamics. Regions of their
coexistence were identified, and through quantitative analysis,
the contributions to these areas from each of the photoexcited
species were assessed. The approach demonstrated here shows
that it is possible to distinguish the spatial distributions of
different photoexcited species in spatially heterogeneous
systems and should be applicable to the quantitative analysis
of other semiconducting materials with coexisting photo-
excitations.
An unambiguous understanding about the nature of

photoexcitations in thin-film-based photovoltaics and its
correlation with the film morphology not only is important
from a fundamental perspective but also can serve as a useful
guideline for the rational design and fabrication of more
efficient devices. Such an understanding is of particular interest
for solution-processed hybrid perovskite photovoltaics owing to
their remarkable performance and highly heterogeneous
morphologies, which depend strongly on device fabrication
and processing conditions. As shown by our recent steady-state
two-photon fluorescence imaging measurement, variation of
thermal annealing time can profoundly affect the emission
intensity, its spatial distribution, and orientation of the
associated electronic dipole moments.45 On the basis of this
observation, we plan to further examine perovskite samples

Figure 6. Quantitative chemical image calculated using linear
decomposition. Color scheme is based on the standards used for
linear decomposition (Figure 4). The red-blue color channels are
based on the relative portion of the TA response from each standard
(eq 2), and the grayscale alpha map is based on the sum of the
amplitudes associated with the standards (eq 3). Field of view is 20 ×
20 μm.
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prepared under differing preparation protocols to determine
the extent of the heterogeneity of photoexcitation products
observed here, as well as other photovoltaic materials, including
organic photovoltaics.
We would like to emphasize that our findings are based on

femtosecond TAM measurements on planar thin films of
CH3NH3PbI3 coated with PCBM layers, whose preparation
involved ambient air exposure followed by 120 min thermal
annealing at 100 °C under a N2 atmosphere. The thin films
prepared by this procedure have been shown to form large
single-crystal grains with size exceeding 2 μm.46 Our findings
are in line with a recent report by Grancini et al.;31 these
authors showed that both free carriers and excitons are possible
depending on sample fabrication procedures and morphology.
Specifically, the authors observed a sharp excitonic feature in
the linear absorption spectrum and femtosecond transient
absorption spectra acquired at room temperature for a
CH3NH3PbBr3 thin film with average crystal dimensions of
approximately ∼1 μm. Given the ongoing debate regarding the
nature of photoexcitations in this material, which arises at least
partially from the diverse values of the reported exciton binding
energies for three-dimensional halide perovskite materials
ranging from several tens of meV14,16,18−23 to as small as a
few meV,24,47 further experiments on thin film samples with
well-defined morphologies will be needed to unambiguously
settle this question. Moreover, although the hot-carrier cooling
effect reported very recently48 may alter the transient
absorption signal sign probed at both higher and lower energy
sides of the band-edge, its potential contribution to our
experimental results remains to be addressed in future studies.
This is because the hot-carrier cooling rates depend strongly on
photogenerated carrier density, level of defects and impurities,
and spatial confinement of the samples under study,49 which
are significantly different in our experiment and that of Price et
al. In view of the high spatial heterogeneity associated with the
solution-processed perovskite films and the fact that significant
morphological changes can be introduced by slight alternation
of sample preparation and processing, we believe that it is
important to take into account the thin film morphologies
when comparing optical spectroscopic and microscopic data
reported by different laboratories.

■ METHODS
Details about the sample preparation, femtosecond TAM
apparatus, and data acquisition were described previously.25

Briefly, two-color femtosecond transient absorption micro-
scopic images were collected with pump and probe pulses
centered at 500 and 800 nm, respectively. The light source was
a 250 kHz femtosecond Ti:sapphire amplifier laser (Coherent
RegA 9050) pumping an optical parametric amplifier. After
passing through independent prism compressors, the collinear
pump and probe beams were directed into a modified
commercial inverted white light microscope (Eclipse TE 300,
Nikon). A 40× objective with a 0.72 NA (Nikon) was used to
focus the spatially overlapped beams onto a perovskite sample
through a coverslip. Transmitted light was collected using a 2×,
0.06 NA objective and sent through appropriate pump-rejection
spectral filters before being focused onto a balanced photodiode
that is read out with a lock-in amplifier (SR 810 DSP, Stanford
Research Systems). Data acquisition involves scanning the
sample stage within the focal plane of the pump and probe
beams at each of 68 delay times, resulting in a data set
consisting of a stack of 68, 128 × 128 pixel data arrays of a 20

μm × 20 μm region of interest. All data processing programs
were written in Python.
The temporal resolution is estimated to be 200−300 fs, and

the spatial resolution was estimated to be about 330 nm. The
former is limited by the pulse widths of our pump and probe
beams, whereas the latter is dictated by the wavelengths used
(500 and 800 nm) and numerical aperture of the objective
(0.72 NA). The lowest possible power level that still produced
transient absorption signals with a sufficient signal-to-noise
ratio was 13.1 μW for the pump and 7.0 μW for the probe with
corresponding fluences of ∼10 and ∼2.1 mJ/cm2, respectively,
assuming diffraction-limited spot sizes. The values decrease to
∼68.0 μJ/cm2 for the pump and 5.1 μJ/cm2 for the probe based
on the spot sizes determined experimentally. Although the
power used for our measurement is relatively high, it allows one
to measure nonlinear relaxation dynamics such as Auger and
exciton−exciton annihilation processes that enable us to map
the spatial localization of carriers and excitons in the sample.
The polycrystalline CH3NH3PbI3 thin film was prepared on a

glass coverslip following a procedure described previously.46

PCBM was dissolved in chlorobenzene to prepare a solution
with a concentration of 20 mg/mL, and this PCBM solution
was spin-coated at 1500 rpm for 30 s on top of the glass/
CH3NH3PbI3 films. A 100 μm thick microscope glass coverslip
was used to cover the samples, which was then encapsulated
with UV epoxy in an N2-filled glovebox.
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